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Outline of the DeepFace architecture. A front-end of a single convolution-pooling-convolution 
filtering on the rectified input, followed by three locally-connected layers and two fully-

connected layers. Color illustrates feature maps produced at each layer. The net includes more 
than 120 million parameters, where more than 95% come from the local and fully connected 

layers.
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"My greatest concern was what to call it. I thought of 

calling it ‘information’, but the word was overly used, so I 

decided to call it ‘uncertainty’. When I discussed it with 

John von Neumann, he had a better idea. Von Neumann 

told me, ‘You should call it entropy, for two reasons. In the 

first place your uncertainty function has been used in 

statistical mechanics under that name, so it already has a 

name. In the second place, and more important, nobody 

knows what entropy really is, so in a debate you will 

always have the advantage.“

(HT Alex Matthews)





principle of indifference

Take precisely stated prior data or testable 

information about a probability distribution function. 

Consider the set of all trial probability distributions 

that would encode the prior data. Of those, the one 

with maximal information entropy is the proper 

distribution, according to this principle.

maximum entropy
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