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Outline of the DeepFace architecture. A front-end of a single convolution-pooling-convolution 
filtering on the rectified input, followed by three locally-connected layers and two fully-

connected layers. Color illustrates feature maps produced at each layer. The net includes more 
than 120 million parameters, where more than 95% come from the local and fully connected 

layers.
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~100 bits per second?

~1000 teraflops?
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