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y = mx + c

point 1: x = 1, y = 3

3 = m + c

point 2: x = 3, y = 1

1 = 3m + c

point 3: x = 2, y = 2.5

2.5 = 2m + c







6 A PHILOSOPHICAL ESSAY ON PROBABILITIES.

height: "The day will come when, by study pursued

through several ages, the things now concealed will

appear with evidence; and posterity will be astonished

that truths so clear had escaped us.
' '

Clairaut then

undertook to submit to analysis the perturbations which

the comet had experienced by the action of the two

great planets, Jupiter and Saturn; after immense cal-

culations he fixed its next passage at the perihelion

toward the beginning of April, 1759, which was actually

verified by observation. The regularity which astronomy
shows us in the movements of the comets doubtless

exists also in all phenomena. -

The curve described by a simple molecule of air or

vapor is regulated in a manner just as certain as the

planetary orbits
;
the only difference between them is

that which comes from our ignorance.

Probability is relative, in part to this ignorance, in

part to our knowledge. We know that of three or a

greater number of events a single one ought to occur
;

but nothing induces us to believe that one of them will

occur rather than the others. In this state of indecision

it is impossible for us to announce their occurrence with

certainty. It is, however, probable that one of these

events, chosen at will, will not occur because we see

several cases equally possible which exclude its occur-

rence, while only a single one favors it.

The theory of chance consists in reducing all the

events of the same kind to a certain number of cases

equally possible, that is to say, to such as we may be

equally undecided about in regard to their existence,
and in determining the number of cases favorable to

the event whose probability is sought. The ratio of
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y = mx + c + ε

point 1: x = 1, y = 3

3 = m + c + ε1

point 2: x = 3, y = 1

1 = 3m + c + ε2

point 3: x = 2, y = 2.5

2.5 = 2m + c + ε3



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



What is Machine Learning?
Equipping Computers with Human Like Capabilities.

• Endow computers with the ability to “learn” from “data”.

• Present data from sensors, the internet, experiments.

• Expect computer to make “sensible” decisions.

• Traditionally categorized as:

Supervised learning: classification, regression.
Unsupervised learning: dimensionality reduction, clustering.
Reinforcement learning: learning from delayed feedback.

Planning. Difficult stuff!



Applications of Machine Learning

Handwriting Recognition : Recognising handwritten characters.
For example LeNet http://bit.ly/d26fwK.

Ranking : Learning relative skills of on line game players, the
TrueSkill system http://research.microsoft.

com/en-us/projects/trueskill/.

Collaborative Filtering : Prediction of user preferences for items
given purchase history. For example the Netflix Prize
http://www.netflixprize.com/.

Internet Search : For example Ad Click Through rate prediction
http://bit.ly/a7XLH4.

News Personalisation : For example Zite http://www.zite.com/.

Game Play Learning : For example, learning to play Go
http://bit.ly/cV77zM.

http://bit.ly/d26fwK
http://research.microsoft.com/en-us/projects/trueskill/
http://research.microsoft.com/en-us/projects/trueskill/
http://www.netflixprize.com/
http://bit.ly/a7XLH4
http://www.zite.com/
http://bit.ly/cV77zM


History of Machine Learning (personal)
Rosenblatt to Vapnik

• Arises from the Connectionist movement in AI.
http://en.wikipedia.org/wiki/Connectionism

• Early Connectionist research focused on models of the brain.

http://en.wikipedia.org/wiki/Connectionism
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Frank Rosenblatt’s Perceptron

• Rosenblatt’s perceptron (Rosenblatt, 1962) based on simple
model of a neuron (McCulloch and Pitts, 1943) and a learning
algorithm.

Figure: Frank Rosenblatt in 1950 (source: Cornell University Library)



Vladmir Vapnik’s Statistical Learning Theory

• Later machine learning research focused on theoretical
foundations of such models and their capacity to learn
(Vapnik, 1998).

Figure: Vladimir Vapnik “All Your Bayes ...” (source
http://lecun.com/ex/fun/index.html), see also
http://bit.ly/qfd2mU.

http://lecun.com/ex/fun/index.html
http://bit.ly/qfd2mU


Personal View

• Machine learning benefited greatly by incorporating ideas from
psychology, but not being afraid to incorporate rigorous theory.



Machine Learning Today
An extension of statistics?

• Early machine learning viewed with scepticism by statisticians.

• Modern machine learning and statistics interact to both
communities benefits.

• Personal view: statistics and machine learning are
fundamentally different. Statistics aims to provide a human
with the tools to analyze data. Machine learning wants to
replace the human in the processing of data.
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Machine Learning Today
Mathematics and Bumblebees

• For the moment the two overlap strongly. But they are not
the same field!

• Machine learning also has overlap with Cognitive Science.

• Mathematical formalisms of a problem are helpful, but they
can hide facts: i.e. the fallacy that “aerodynamically a bumble
bee can’t fly”. Clearly a limitation of the model rather than
fact.

• Mathematical foundations are still very important though:
they help us understand the capabilities of our algorithms.

• But we mustn’t restrict our ambitions to the limitations of
current mathematical formalisms. That is where humans give
inspiration.
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Statistics
What’s in a Name?

• Early statistics had great success with the idea of statistical
proof.

Question: I computed the mean of these two tables of
numbers (a statistic). They are different. Does
this “prove” anything?

Answer: it depends on how the numbers are generated,
how many there are and how big the difference.
Randomization is important.

• Hypothesis testing: questions you can ask about your data are
quite limiting.

• This can have the affect of limiting science too.

• Many successes: crop fertilization, clinical trials, brewing,
polling.

• Many open questions: e.g. causality.
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Early 20th Century Statistics

• Many statisticians were Edwardian English gentleman.

Figure: William Sealy Gosset in 1908



Statistics and Machine Learning

Statisticians want to turn humans into computers.
Machine learners want to turn computers into humans.
We meet somewhere in the middle.

NDL 2012/06/16



Statistics

• Cricket and Baseball are two games with a lot of “statistics”.

• The study of the meaning behind these numbers is
“mathematical statistics” often abbreviated to “statistics”.
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Machine Learning and Probability

• The world is an uncertain place.

Epistemic uncertainty: uncertainty arising through lack of
knowledge. (What colour socks is that person
wearing?)

Aleatoric uncertainty: uncertainty arising through an
underlying stochastic system. (Where will a
sheet of paper fall if I drop it?)
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Probability: A Framework to Characterise Uncertainty

• We need a framework to characterise the uncertainty.

• In this course we make use of probability theory to
characterise uncertainty.
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Richard Price

• Welsh philosopher and essay writer.

• Edited Thomas Bayes’s essay which contained foundations of
Bayesian philosophy.

Figure: Richard Price, 1723–1791. (source Wikipedia)



Laplace

• French Mathematician and Astronomer.

Figure: Pierre-Simon Laplace, 1749–1827. (source Wikipedia)
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Probability Review I

• We are interested in trials which result in two random
variables, X and Y , each of which has an ‘outcome’ denoted
by x or y .

• We summarise the notation and terminology for these
distributions in the following table.

Terminology Notation Description

Joint P (X = x ,Y = y) ‘The probability that

Probability X = x and Y = y ’

Marginal P (X = x) ‘The probability that

Probability X = x regardless of Y ’

Conditional P (X = x |Y = y) ‘The probability that

Probability X = x given that Y = y ’

Table: The different basic probability distributions.



A Pictorial Definition of Probability

1

2

3

4

1 2 3 4 5 6

nY=4 nX=5nX=3,Y=4

N crosses total

X

Y

Figure: Representation of joint and conditional probabilities.



Different Distributions

Terminology Definition Notation

Joint limN→∞
nX=3,Y=4

N P (X = 3,Y = 4)
Probability

Marginal limN→∞
nX=5
N P (X = 5)

Probability

Conditional limN→∞
nX=3,Y=4

nY=4
P (X = 3|Y = 4)

Probability

Table: Definition of probability distributions.



Notational Details

• Typically we should write out P (X = x ,Y = y).

• In practice, we often use P (x , y).

• This looks very much like we might write a multivariate
function, e.g. f (x , y) = x

y .

• For a multivariate function though, f (x , y) 6= f (y , x).
• However P (x , y) = P (y , x) because

P (X = x ,Y = y) = P (Y = y ,X = x).

• We now quickly review the ‘rules of probability’.



Normalization

All distributions are normalized. This is clear from the fact that∑
x nx = N, which gives

∑
x

P (x) =

∑
x nx
N

=
N

N
= 1.

A similar result can be derived for the marginal and conditional
distributions.



The Sum Rule

Ignoring the limit in our definitions:

• The marginal probability P (y) is
ny
N (ignoring the limit).

• The joint distribution P (x , y) is
nx,y
N .

• ny =
∑

x nx ,y so
ny
N

=
∑
x

nx ,y
N

,

in other words
P (y) =

∑
x

P (x , y) .

This is known as the sum rule of probability.



The Product Rule

• P (x |y) is
nx ,y
ny

.

• P (x , y) is
nx ,y
N

=
nx ,y
ny

ny
N

or in other words

P (x , y) = P (x |y)P (y) .

This is known as the product rule of probability.



Bayes’ Rule

• From the product rule,

P (y , x) = P (x , y) = P (x |y)P (y) ,

so
P (y |x)P (x) = P (x |y)P (y)

which leads to Bayes’ rule,

P (y |x) =
P (x |y)P (y)

P (x)
.



Bayes’ Theorem Example

• There are two barrels in front of you. Barrel One contains 20
apples and 4 oranges. Barrel Two other contains 4 apples and
8 oranges. You choose a barrel randomly and select a fruit. It
is an apple. What is the probability that the barrel was Barrel
One?



Bayes’ Theorem Example: Answer I

• We are given that:

P(F = A|B = 1) =20/24

P(F = A|B = 2) =5/12

P(B = 1) =0.5

P(B = 2) =0.5



Bayes’ Theorem Example: Answer II

• We use the sum rule to compute:

P(F = A) =P(F = A|B = 1)P(B = 1)

+ P(F = A|B = 2)P(B = 2)

=20/24× 0.5 + 4/12× 0.5 = 7/12

• And Bayes’ theorem tells us that:

P(B = 1|F = A) =
P(F = A|B = 1)P(B = 1)

P(F = A)

=
20/24× 0.5

7/12
= 5/7



Bayes’ Theorem Example: Answer II
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Reading & Exercises

Before Friday’s lecture:

• Read and understand Bishop on probability distributions: page
12–17 (Section 1.2).

• Complete Exercise 1.3 in Bishop.
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ÃŒber die ceres ferdinandea, 1802. Nachlass Gauss, Handbuch 4, Bl.
1.

W. S. McCulloch and W. Pitts. A logical calculus of the ideas immanent
in nervous activity. Bulletin of Mathematical Biophysics, 5:115–133,
1943. Reprinted in Anderson and Rosenfeld (1988).

F. Rosenblatt. Principles of Neurodynamics: Perceptrons and the Theory
of Brain Mechanisms. Spartan, 1962.

V. N. Vapnik. Statistical Learning Theory. John Wiley and Sons, New
York, 1998.

http://books.google.co.uk/books?id=JBw4AAAAMAAJ
http://books.google.com/books?as_isbn=0-387-31073-8

	Motivation
	Course Text
	Basic Probability

